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Abstract– We introduce a novel method to detect movement of 

interest in crowd scenes. For this purpose, we consider regions of 

interest and discretize them into a number of patterns. 

Furthermore, we investigate a representative movement of key 

patterns to detect movement of interest. The investigation of 

region of interest and key patterns help in detecting movement of 

interest in both regular and irregular scenes. The experimental 

analysis on a standard dataset reveals the effectiveness of our 

method.  

 

Index Terms– Region of Interest, Key Patterns, Phase 

Correlation and Bayes Theorem 

 

I.    INTRODUCTION 

HE crowded gatherings present challenges of greater 

importance to public safety [1], [2], [3]. These situations 

are threatening in presence of motion patterns in terms of 

riots and chaotic acts of crowds in different places [4], [5]. It 

is significantly important to detect the occurrence of such 

patterns as early as possible since it can reduce the potential 

dangerous consequences and can also alert a human operator 

for monitoring the ongoing situation more effectively. 

However, the consistent monitoring of video streaming 

generally requires human operators to watch the displays, 

which often leads to fatigue, inattention, and failure to 

identify the occurrence of unwanted motion patterns [6], [7]. 

On the other hand, significant challenges arise with the 

substantial amount of surveillance video data, which are 

difficult and time-consuming for manual analysis [8], [9], 

[10]. After studying these challenges, an automated 

movement of interest detection system would fix the 

aforementioned problems more efficiently. 

Rota et al. [25] used influence of particles to detect 

different groups, whereas Ullah et al. [11], [12] employed a 

unified model to detect different motion patterns. However, 

general patterns detection presents difficulty due to the 

unclear definition of important movements in practical 

conditions. One may think that the presence of a moving 

vehicle on a pedestrian pathway is normal, but others may 

consider it as abnormal motion pattern. In fact, the movement 

of interest is an observation that does not maintain 

consistency with other observations over time. Considering 

the inconsistency between normal and abnormal patterns, one 

can design normal patterns in an unsupervised or semi-

supervised manner, and the pattern that deviates from the 

model is considered as abnormality. Significant research has 

been carried out on feature modeling for different patterns. In 

rural areas where classic target tracking can be well achieved, 

high-level features, such as corner features, can be used for 

movement of interest detection. However, in urban areas 

where not all targets can be accurately tracked, low-level 

features including histogram of oriented optical flow and 

gradients, social force models [3], [13], and motion scale-

invariant feature transform are robust for extraction, are often 

used to detect these patterns in videos. 

II.    LITERATURE REVIEW 

In [14], [15] crowd scene is considered as a dynamic flow 

field, which is the popular approach recently. Saqib et al. [16] 

and others [17], [18], [19] focused on the extraction of crowd 

attributes from the vector fields to describe crowd density, 

moving directions, and boundaries. In recent years, more 

attention has shifted towards application-oriented techniques 

to improve crowd pattern interpretation [20], [21], [22]. In 

2014, Ullah et al. [23], [24], [25] first introduced a crowd 

scene model based on optical flow field͟, an extension of the 

flow-filed model for segmenting extremely dense crowd 

scenes recorded in videos. This model has also been applied 

in group tracking that contain multiple or intersected crowd 

entities [26]. Khan et al. [28] off-line dominating crowd 

moving direction learning algorithm [27] has also been 

proven an effective flow-based tracking approach. Crowd 

Kanade-Lucas-Tomasi corners, multi-label optimization and 

Lagrangian modeled anomaly crowd visual features from flow 

field information. Those methods demonstrated their 

potentials in tracking the dynamic crowd under extremely 

crowded and partial occluded conditions but are bound to pre-

defined crowd patterns. 
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Some methods define motion patterns in videos as Spatio-

temporal Volume (STV), which combines global video 

dynamics into a three-dimensional feature space. For 

example, [29], [30] introduced a motion labelling method 

based on the co-occurrence of features. The model is designed 

as a potential function in the Markov Random Field (MRF) 

process for anomaly detection. The method in [31], [32] 

introduced STV-based motion patterns in volumetric 

environment to represent the spatial-temporal statistical 

characteristics of pedestrians in crowded scenes. The methods 

[33], [34], [35], [36] developed a STV-based anomaly 

location detection approach through using localized cuboids 

in an unsupervised learning model. These methods are valid 

approaches when considering spatiotemporal features without 

parameter settings. Some researchers [37], [38], [41], [42] 

consider deep learning-based methods for event detection. 

III.    METHODOLOGY 

The work [39] is motivated by the fact that a sequence of 

regions of interest (ROI) containing different foreground 

moving objects is crucial for the detection of significant 

movement in the crowd. According to the Feng et al. [39] 

model, we discretize the space movement into a number of 

patterns which are fitted to ROI for the detection.  Each 

individual movement is modeled as a stochastic concatenation 

of an arbitrary number of movelet codewords, each one of 

which may generate significant information. Additionally, 

Hidden Markov models are used to represent actions and the 

images they generate. The Viterbi algorithm is considered to 

investigate the sequence of codewords and movement that are 

associated to a given observed sequence.  

To recognize the observed movements, we observe that the 

images of the moving crowd are segmented as the foreground 

in image sequence, which sometimes can be achieved either 

using background subtraction or independent moving crowd 

segmentation. For each pair of frames, an observed 

configuration is defined as the foreground pixels X = {X; Y}, 

where X and Y accordingly represent the 2D positions of the 

foreground pixels in the first and second images. In fact, the 

observed configuration consists of foreground pixels in their 

entirety and top-down approach is implemented. Given a 

codeword with shape S and deformed shape S0, we wish to 

calculate the likelihood of observing X and Y. 

It is ensured that any two neighboring parts in crowd have 

different structures and the two parts having the same 

structures are located far away from each other. Therefore, 

each movement can be segmented by its structure and location 

difference from the others. A movelet is formed by stacking 

the movements of all crowd visible on a pair of consecutive 

frames together. 

To enhance our method, we also consider the technique 

proposed by Ogale et al. [40]. Given a sequence, the issue at 

hand is how to find a representative movement of key patterns 

to describe the crowd as a whole. For a given video after 

background removal, we define a keyframe to be a frame 

where the average of the optical flow magnitude of 

foreground pixels reaches an extremum. In fact, the optical 

flow is measured in the reference frame of the foreground, i.e. 

the mean optical flow of the foreground is first subtracted 

from the flow value at each foreground pixel. Using the given 

frames and the 2D optical flow for each frame, we investigate 

extrema of the discrete function (eq. 1): 

 

   (1) 

 

In the equation 1, N is the number of foreground pixels and  

u is the mean foreground flow in frame. Frames where this 

value reaches a minimum show flow reversal which occur 

when the crowd reaches an extreme congestion. Frames at the 

maxima are points where the crowd is exactly in between two 

extreme configurations, and hence is undergoing large overall 

movement. 

Given a crowd video sequence consisting of different 

movement patterns, we perform keyframe extraction on it to 

obtain an observed sequence of diverse patterns. We then 

compare each observed pattern with the pattern corresponding 

to every state. We register pattern sk to pattern si using the 

phase correlation process to remove 2D translation, rotation 

and scaling. We also calculate a matching measure between 

the two patterns, which finds the ratio of their area of 

intersection to the area of their union. We calculate the 

probability of a pattern as formulated in eq. 2: 

 

                (2) 

 

We calculate the observation likelihood in term of Bayes 

theorem as formulated below in eq. 3. 

 

           (3) 

             

IV.    EXPERIMENTAL ANALYSIS 

We evaluate the performance of our proposed method for 

movement of interest detection on UCSD benchmark dataset 

available publicly. The UCSD dataset consists of two subsets: 

ped1 and ped2. Both subsets represent surveillance videos 

captured by a fixed camera overlooking pedestrian walkways. 

In Ped1, people are moving towards and away from the 

camera, with some perspective distortion and ped2 contains 

video of people moving parallel to the camera. The 

resolutions of Ped1 and Ped2 are 158x238 and 240x360, 

respectively. The normal motion patterns appearing in the 

dataset is sequences of pedestrians on the walkways, with a 

varying density from sparse to very dense. The non-pedestrian 

entities include cyclists, skaters, vehicles, people walking on a 
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lawn. The appearance of all non-pedestrian entities occurs 

naturally, i.e., they were not staged or synthesized for data set 

collection. The video footage of each scene is divided into 

clips of 120-200 frames. Ped1 consists of 34 training video 

clips and 36 testing video clips; whereas ped2 contains 16 

training video clips and 12 testing video clips. 

Quantitative analysis in term of Equal error rate (EER) for 

frame-level criterion for our proposed method for both 

subsets, Ped1 and Ped2, are presented in the Table I. 

 

 
Table I: Results in terms of EER 

 

Sub-datasets Our Method 

Ped 1 48 

Ped 2 51 

Average 49.5 

 

V.    CONCLUSIONS 

In this paper, we presented a robust method for movement 

of interest detection using UCSD dataset. We would like to 

extend it in the future to improve performance and further 

evaluate it on other datasets. 
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