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Abstract—Protein Function Prediction is important for its 

numerous applications in the field of drug discovery, gene 

ontology and its role in the complex structure formation. HPRD 

(Human Protein Reference Database) database contains the 

protein sequences for different protein classes. The sequences 

are accessed from HPRD and then different online tools are 

used to extract SDFs (Sequence Derived Features) for each 

protein sequence. In the present paper, two types of databases 

are considered: one containing the continuous values of SDFs 

and other containing the discrete values having range of SDFs 

for particular sequence. The paper summarizes the different 

decision tree methodologies applied for the problem of Human 

Protein Function Prediction.  The accuracies for different 

approaches are presented for the specific databases. A new 

approach based on C5 decision tree is also presented and the 

results are compared with the existing approaches. 

 

Index Terms— Machine Learning, Decision Tree, HPRD and 

Protein Function Prediction  

 

I.  MACHINE LEARNING 

ACHINE learning is a way of automatically improving, 

of using “training” data to build or alter a model which 

can later be used to make predictions for new unseen data.  

Machine learning algorithms can be broadly classified into 

two categories: Supervised and Unsupervised. Supervised 

algorithm is first trained from the given set of data whose 

classes (outcomes) are already known. Based on the training, 

the algorithm builds the profile of classes which are used to 

predict the classes of unknown data. Decision trees and 

neural networks fall under this category. Unsupervised 

algorithms do not undergo training, and are usually used 

when the classes are not known in advance. Clustering is an 

example of unsupervised classification. In this case, data is 

clustered together based on their similarity and groups are 

formed which act as classes. Unknown data is classified by 

assignment to the closest matching cluster, and is assumed to 

have characteristics similar to the other data in the cluster [1].  
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II.   PROTEINS AND PROTEIN FUNCTION 

Proteins are the main building blocks of our body and the 

all the living beings on earth. They are necessary for the 

structure, function, and regulation of the body‟s tissues and 

organs. Proteins are constituted of multiple smaller units 

called amino acids. There are 20 different types of amino 

acids that are attached together in a form of long chain called 

protein. 

Based on the different molecular functions, proteins can be 

divided into various classes.  Protein class prediction plays 

important part in the drug discovery process because proteins 

are the common drug targets. The drug   discovery process is 

a complex and labor intensive problem and hence it is time 

consuming and expensive. Bioinformatics promises to reduce 

the labour and time associated with this process, allowing 

drugs to be developed faster and at a lower cost [2].  

III. BACKGROUND 

In the recent years, numerous techniques have been 

developed for protein function prediction. The quality of 

function prediction models developed so far depends upon the 

accuracy of the prediction model. The support vector 

machines and neural network are considered as black box as 

the intermediate computational results are invisible [3]-[6]. 

Black box model do not provide any biological significance of 

the genomic process [7]. However, black box model can be 

transformed into white box model [8]-[11] and these 

techniques are yet to be explored for function prediction 

models. On the other hands, white box models like decision 

trees and rule sets are widely used in this field [12]-[15]. HPF 

prediction can be done based on the similarity score of the 

unknown sequence and the existing database. The class of the 

sequence giving the highest score with the unknown sequence 

can be designated to the input sequence. But the potentially 

similar sequence can‟t guarantee the similar function [16]-

[19]. Due to these reasons, HPF prediction based on SDFs is 

preferred. The present paper discusses about the existing 

decision tree methodologies and also introduces a new 

approach based on C5 algorithm for HPF prediction.  

IV. DATA SOURCE 

The amino acid sequences are accessed from Human 
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Protein Reference Database (HPRD) [20]. The HPRD 

provides the information regarding the domain architecture, 

post-translational modifications, interaction networks and 

disease association for each protein in the human proteome. It 

includes approximately 163 classes of protein functions. The 

database provides information about protein function under 

the heading „molecular class‟ covering all the major protein 

function categories [21]. 

Some of the HPRD classes are: Defensin (Def), Heat Shock 

Protein (HSP), Voltage Gated Channel (VGC), Cell Surface 

Receptor (CSR), DNA Repair Protein (DRP), Aminopeptidase 

(Ami), Decarboxylase (Dec), G-Protein (GP), RNA Binding 

Protein (RBP) and Transport/Cargo Protein (T/CP).  

V.   SEQUENCE DERIVED FEATURES 

Sequence derived features (SDFs) are various parameters 

based on the amino acid sequence which are used to predict 

human protein function (HPF). Sequence derived features are 

very important in protein prediction as these are the input to 

the HPF predictor as labeled vector. The different sequence 

derived features are: Number of amino acids, Molecular 

weight, pI, Number of negative ions, Number of positive ions, 

Extinction coefficients 1 and 2, Instability index, Aliphatic 

index, Gravy, T, S, Ser, Thr, Tyr, Mean, D, Probability, 

ExpAA, Number of helices(PredHel) and ProbN. 

Following are the various bioinformatics Tools for 

obtaining sequence derived features (SDFs): 

NetNGlyc server is used for the prediction of N-

Glycosylation sites in human proteins using artificial neural 

networks. 

PSORT server predicts of protein localization sites in cells. 

It analyzes the input sequence by applying the stored rules for 

various sequence features of known protein sorting signals. 

Finally, it reports the possibility for the input protein to be 

localized at each candidate site with additional information. 

TMHMM server is a program for predicting 

transmembrane helices based on a hidden Markov model. 

NetOGlyc server predicts the O-GalNAc (mucin type) 

glycosylation sites in mammalian proteins. 

Signal-P server predicts the presence and location of signal 

peptide cleavage sites in amino acid sequences from different 

organisms. The method incorporates a prediction of cleavage 

sites and a signal peptide/non-signal peptide prediction based 

on a combination of several artificial neural networks and 

hidden Markov models. 

ExPASy ProtParam server computes various physico-

chemical properties of protein like isoelectric point, 

extinction coefficient [21]-[24].  

VI. MACHINE LEARNING CLASSIFIERS FOR HPF 

In the following section, the different decision tree 

methodologies are discussed used for HPF prediction. 

A. C4.5 Decision Tree 

C4.5 was proposed by Quinlan (1993) which uses gain 

ratio as its splitting criteria. C 4.5 can handle pruning, 

missing value and numeric values thus is known as successor 

of ID3 algorithm. It is used to find missing gain values using 

corrected gain ratio from a given training set. This also 

follows greedy approach in finding the best attribute. The 

Decision Tree C4.5 involves entropy calculation. Entropy is 

the expected information based on the partitioning into 

subsets by an attribute. The smaller the entropy value, the 

greater is the purity of the subset partitions. The information 

gain measure is used to select the test attribute at each node in 

the tree [25]. The attribute with the highest information gain 

(or greatest entropy reduction) is chosen as the test attribute 

for the current node. 

B. Decision Tree based on Uncertainty Measure 

The new prediction technique based on uncertainty 

measure was developed which gives the greater depth in tree 

as compared to C4.5. The technique does not encode the 

information in terms of bits. The attribute with the least 

uncertainty measure is chosen as the best attribute by this 

prediction technique during decision tree creation [21].  

C. See5 

Quinlan developed See5 tool based on C5 algorithm which 

mainly emphasizes on rule-based classifiers in which each 

rule can be separately examined and validated, without 

having to consider it as a whole [26].  

D. C5 Algorithm 

C5 uses the concept of maximum gain to find out the best 

attribute which is considered as root in making of decision 

tree. The best attribute at a node is the attribute having 

maximum Gain among all the possible attributes that can be 

used at the node. Thus this attribute is considered as the root 

node of decision tree and rest nodes are been calculated using 

same criteria and hence we finally reach to a decision tree 

which is simple and small in size and occupies less memory 

space. 

An C5 algorithm was developed considering the discrete 

values of sequence derived features. The SDF values are in 

the form of ranges. The range of each SDF is fixed manually 

by comprehensively studying the variation. The advantage of 

discrete data is that it reduces the overall complexity of the 

database. Some SDF values are having minor variations as 

compared to the other values which vary at the extreme end 

for the sequences in the different classes. Thus the significant 

variation can be easily recognized and the minute variation 

can be neglected by choosing the database with discrete 

values. The algorithm is shown in Figure 1 and the splitting 

criterion followed is shown in Figure 2.  

VII. RESULTS 

For 25 molecular sequences and 21 SDFs the tree obtained 

by using C5 algorithm is shown in Figure 3. 
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Fig. 1. C5 Algorithm 
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Fig. 2. Splitting Criteria in C5 
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Fig. 3. C5 Decision Tree for HPF Prediction 

 

VIII.   CONCLUSION 

The See5 tool is based on the continuous data values. The 

decision tree was constructed based on training data of 55 

sequences and test data of 29 sequences. Continuous data 

involving 21 SDFs was given as input. Different advanced 

options and combinations are tried out of which decision tree 

powered with boosting and winnowing give the maximum 

accuracy of 30% for the data under consideration. If the 

continuous data set for 25 sequences is taken then the 

accuracy comes out to be 64% with the same technique [27]. 

If the discrete values are taken to reduce the complexitity of 

data set, C4.5 algorithm gives the accuracy of 44% and 

algorithm based on uncertainty measure gives the accuracy of 

72% with 25 sequence data having the 17 SDFs [21]. In the 

same scenario, C5 algorithm gives the accuracy of 83% with 

25 SDFs.  
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