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Abstract—This paper provides a review of recent studies on 

malign URL detection using models from Machine Learning, 

with a focus on their application in the context of the what 

dataset being used, what number of dataset being included, if 

feature engineering has been applied and if yes then what type of 

features are being used, also the comprehensive view of 

classifiers used at time in all those papers under discussion with. 

Moreover, it has analyzed each study’s methodology, outcomes, 

and conclusions, and discuss the strengths and limitations with 

mentioned future work in each. While the tabular comparisons 

are for the very latest publications as of 2023 and 2024. The 

analysis shows that while existing metrics can be useful for 

identifying areas of improvement, they may not always provide a 

complete picture of software quality. The goal of this study is to 

determine the finest factors helping in getting the effective 

technique for spotting a phishing URL in large datasets. When 

employing machine learning algorithms to identify phishing 

URLs, users encounter numerous difficulties. It must be done to 

defend users against phishing attempts if you want people to 

continue having trust with online platforms and services. In 

order to ensure the security of user details as well as adhere with 

industry standards and data protection requirements, phishing 

URL detection must be reliable. 

 

Index Terms—Machine Learning, Intrusion Detection, Cyber 

Attack and Phishing Detection 

 

I.   INTRODUCTION 

N today’s world, data security is a top priority for all of 

us when our personal data is being accessed by almost all 

the websites or apps we use in our mobiles, laptops etc. 

Irrespective of all security steps, theft of personal credentials 

can be done using various methods and very common from 

them are like pop ups on websites redirecting to malicious web 

pages, instant messaging on social media platforms like 

people send URLs of gifts to click and users click them to get 

some benefit, but they lead to security leakages. Malicious 

URLs can also be distributed through mobile devices, such as 

smartphones or tablets, through phishing messages, malicious 

apps, or mobile malware. Phishing emails often contain links 

to malicious websites or web pages that mimic legitimate 

websites to steal users’ credentials or personal information. 

Malicious domain names may be misspelled versions of 

legitimate domain names or may contain words or phrases 

that are designed to trick users into clicking on them. 

Malicious URLs and domain names are a common way for 

attackers to distribute malware, steal personal information, 

or conduct phishing attacks. The steps have been taken by 

individuals and organizations by improving security parameters 

such as the firewalls, also the antivirus of software, and the 

unauthorized action detection systems, to prevent cyber-

attacks and mitigate the impact of any successful attacks. 

Education and awareness campaigns have been launched to 

help users identify and avoid malicious URLs and domain 

names. Users are encouraged to be cautious when clicking on 

links or opening email attachments, and to get surety that their 

in-use devices and software are always updated with the latest 

security measures. Governments and regulatory bodies have 

introduced laws and regulations to improve cybersecurity and 

protect against cyber-attacks. Internet service providers (ISPs) 

and domain name registrars have implemented improved 

infrastructure to help prevent the registration of malicious 

domain names and to track down and disable any that are 

discovered. 

Whereas Machine learning algorithms have been trained to 

analyze and identify patterns in large datasets of known 

malicious URLs. These patterns could include things like the 

use of certain words or characters, or the presence of certain 

types of domains or subdomains. 

Once the machine learning algorithm has been trained on 

these datasets, it can then be used to scan new URLs and 

determine whether or not they are likely to be malicious. This 

is done by comparing the characteristics of the new URL to 

the patterns that the algorithm has learned to associate with 

malicious URLs. 

The more data that the algorithm is trained on, the more 

accurate it becomes at detecting malicious URLs. Additionally, 

machine learning algorithms can be updated and refined over 

time as new threats emerge and the characteristics of malicious 

URLs evolve. 

The remainder of the paper starts with a presentation of 

literature review (Section II). It is followed by methodology 
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(Section III). Finally, a conclusion is drawn (Section III). 

II. LITERATURE REVIEW 

The literature review is presented in tabular form, comparing 

various papers across different columns. It provides a concise 

summary of the key findings and highlights the similarities and 

differences between the papers. This format allows for easy 

comparison and analysis of the literature. There is a comparison 

of datasets number used in reviewed papers and also the source 

of datasets, this will be giving a quick view of how much data 

has been used for evaluation of classifiers in proposed solutions 

by the papers. 

In paper [1] attributes extracted on the basis of lexical and 

host based and content-based features from each URL, then 

passed to classifier to check if its clean or not. They extracted 

54 attributes. The findings of the referenced article have been 

utilized to develop a freely available tool for identifying 

malicious URLs on web browsers. Gap: To address the 

identified gap, readers are motivated to explore other 

algorithms such as Naïve_Bayes, Decision_trees, 

k_nearest_neighbors, neural_networks, etc., in addition to the 

proposed method. Future work: In terms of future work, the 

outcomes of this research hold potential for practical 

implementation in infor- mation security systems, enhancing 

their overall effectiveness. In [2] 62 features have been 

selected from categories as Domain based features, 

Host_based, Reputation_based, and Lexical features. Gap: 

The mentioned gap indicates that K-SVM and CNN 

algorithms were unable to find solutions within a time frame 

of 7 days, while the Voted Perceptron algorithm faced 

memory limitations when processing the RoBERT dataset. 

Future work: Looking ahead, future research will focus 

on improving the classifiers in terms of time and accuracy 

calculated in training, leveraging the unique characteristics of 

URLs which are encoded in graphical quick response (QR) 

codes, and enhancing the detection rate for quick response 

(QR) code frauds. 

The paper in comparison authored by DR. S. K Singh, 

Poonam Jain, Ritesh Mourya, Ahmad Khan [4] used Extra Tree 

classifier that differentiates it from others which concluded 

the accuracy result for the mentioned classifier as 80.67%. 

They used maximum dataset instances and also cleaned it in 

preprocessing to remove null values and duplicates which 

reduces the dataset from 650000 to 620000 urls. Under 

sampling and Over sampling has been applied. Future work: 

Authors mentioned in the paper involves enhancing the 

detection of phishing attempts by breaking down URL 

structures, examining user behavior, looking for anomalies in 

web or email content, researching evasion strategies, putting 

adaptive algorithms in place, and enhancing model 

transparency for user confidence. 

Habiba Bouijij and Amine Berqia in [5] mainly focused on 

dataset and used two different distinct datasets of URLs. 

One is collected from 2016 and the second is of 2021. 

Their types of feature extraction variety were larger in number 

and hence shown 99% accuracy with dataset from 2016 while 

90.37% for the other one. Future work: Authors aim to 

advance phishing the identification through development of 

a model capable of navigating difficult URLs and picking 

up on minute details. So is thought by adding additional 

techniques—such as URL HTML Encoding, WHOIS method, 

Tiny URL technique, and an advanced voting technique—will 

boost detection strength and validity. 

Another paper from 2024, in which R. Jayaraj, A. 

Pushpalatha, K. Sangeetha, T. Kamaleshwar, S. Udhaya 

Shree, Deepa Damodaran [6] proposed a method using Hybrid 

Ensemble Feature Selection that combines ensemble learning 

and feature selection. It chooses the most appropriate 

characteristics for prediction based on the variety of several 

models in an ensemble. By keeping only the most useful 

characteristics from the original dataset, this method raises 

clarity, decreases over fitting, which improves model 

performance. The result revealed an accuracy of 97.6%. 

Usha Ruby in their paper [7] used 12000 malicious and 

39000 normal dataset and used features in feature extraction 

in large number with recursive elimination for feature 

selection with k means classifier shown high results out of 

others. Recursive elimination works by recursively removing 

features and building a model on the remaining features until 

the desired number of features is reached or the model 

performance no longer improves. The classifier used is FSRE-

K-means-CNN stands for Feature Selection and Reduction 

Ensemble with K-means Clustering and Convolutional Neural 

Network. It’s a method that combines feature selection, 

feature reduction, and ensemble learning techniques, along 

with K-means clustering and convolutional neural networks 

(CNNs), to improve the performance of classification tasks. 

And performed performance Analysis of FSRE-K-means-CNN 

across various URL Lengths like 10 to 20, 40 to 50 and so on 

to 200. In result high accuracy being observed as 99%. While 

didn’t mention any type of feature extraction and future work. 

Ayan Mahmood, Vishal Pandey, Rohit Raj, Gouri Shankar 

Mishra [8], used 5 models and splitted the dataset in 5 sets. 

They trained separate dataset for each model that can increase 

the accuracy. [8] explained the importance and working of 

each model very well for the readers to understand and also 

brought the results where XGBoost had the highest accuracy. 

Future work: includes to examine how deep learning can be 

integrated to extract features from text and webpage code 

more effectively. They also intend to develop a browser 

plugin that would allow them to easily integrate their 

approach into web browsers. 

In paper [9] the method detects malicious traffic in 

proxy logs by analyzing 10-line paragraphs containing 

malicious URLs using a supervised learning model. Gap: This 

method has not yet been applied to actual proxy server logs. 

Future work: applying the method to actual proxy server 

logs is a future work. One improvement plan is adjusting 

the size of a paragraph. Another plan is using other NLP 

techniques to summarize a paragraph. In paper [9] authors 

have used methodology that is based on the analysis based on 

breaking characters as lexical analysis and later assigning 

numerical values to them which are referred as feature 
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Fig. 1: Dataset Number and Sources 

 

 
 

The Tabular comparison is for papers in 2023 and 2024 which are [1] – [8]. 
 

Fig. 2: Tools and Libraries used 
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quantification for the detection or to catch the malign domain 

names and then those names will be comparing with other two 

real life malign domain names detection models. 

Gap: This paper proposed that using features as lexical and 

characters distribution does not seem comprehensive and for 

that reason it cannot detect all the malicious or malignant 

domain names present on the Internet, but in case if the 

malicious or malign domain names are generated randomly, 

then this approach can detect them more efficiently. Future 

work: They will be working for the further improvement of 

the methods presented, and a more in-depth analysis with the 

use of data sets in extensive or large size. Numerous studies 

have been conducted to identify and prevent SQL injection 

attacks. In this section, we will provide a comprehensive 

review of recently published research papers that are relevant 

to this topic. They will discuss the findings of each study, 

and also the strengths and constraints in each approach. 

In paper [10] authors have used 34 features and collected 

URLs using scraping and other sources, used all possible 

algos. Their model detects the malicious urls from devices 

which can be handheld and only if those devices can support 

the Web browser. Gap: The work is done at only server side 

and not done at client side, also there is not no user experience 

yet. Future work: User experience as in the form of UI 

website or mobile app can be done in future. 

[11] This paper is the further improvement of previously 

done work and demonstrates the previous approach proves 

ineffective when applied to the logs using actual proxy (a 

server between client and server that client wants to use) 

server due to the issue of imbalance. To address this, a new 

method is proposed, which follows a similar approach of 

extracting paragraphs from unknown proxy logs. In this 

method, the top n significant words are being extracted from 

the paragraphs obtained during the training process. These 

paragraphs are then converted into feature vectors using a 

trained Doc2vec model. Gap: It should be noted that the 

evaluation of this method has thus far been limited to data sets 

created by combining malign pcap files which store network 

packets with fine proxy logs. Its performance on different 

types of proxy logs remains to be assessed. Future work: This 

method can be used in the future for analyzing other proxy 

logs. 

In [12] they have made a website using java, with fields of 

details about malicious URLs which will be entered by users. 

The ada boost model trained and will detect the URL as 

normal or malicious. Gap: no calculations have been added in 

this paper to prove what is done in the form of accuracy, 

precision metrics. 

Also there is a list Ref. 2 of mentioned tools in few 

papers which might be helpful in making decision of usage of 

further findings by new or different enhanced libraries or tools. 

In table Ref. 4 there is a very comprehensive view of 

classifiers used. This can give a quick idea for which 

classifiers are common to use or may be which are left and 

can be included in upcoming work. And also that if the 

accuracy is leading in some results then which classifiers 

proved suitable for that type of dataset. Whereas Table Ref. 6 

gives an idea of feature count that made much important role 

in preprocessing part. 

  

 

 

 

 

 
 

 

Fig. 3: Dataset Bar Chart 
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Fig. 4: Classifiers used 
 

 
 

 

Fig. 5: Applied Feature Engineering 
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Fig. 6: Literature Review 
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The detailed literature review in tabular form combined 

and additional information has also been added like if new 

thing introduced in any paper etc. The papers are in 

sequence from 1 to 11 as in reference. 

III. METHODOLOGY 

The machine learning approach for detecting malicious URLs 

typically involves two noticeable phases: the training phase 

and the detection phase. While in the training phase, a large 

data set of URLs is used to train a machine learning 

model to recognize patterns and features that distinguish 

between malicious and benign URLs. This involves two key 

steps: feature extraction and labeling. Feature extraction 

involves identifying specific characteristics, or features, of the 

URLs that could be useful in distinguishing between 

malicious and benign URLs. Examples of features include 

lexical features (e.g., identification of particular words or 

characters within the URL), content-based features (e.g., the 

presence of specific HTML tags), and domain-based features 

(e.g., the length or age of the domain). Once the features are 

extracted, each URL in the dataset is labeled as either 

malicious or benign based on whether it has been previously 

identified as such. The labeled dataset is then used to train a 

ML algorithm to check the patterns and also the features that 

distinguish between malign and benign URLs. Once the 

algorithm is trained, it moves on to the detection phase. In 

this phase, the algorithm takes in a new URL and extracts 

the same features that were used in the training phase. It then 

uses these features to classify the URL as either malign or 

benign. If the URL is classified as malicious, appropriate 

action can be taken, such as blocking access to the URL. On 

the other hand, if the URL is classified as benign, access can 

be allowed. 

Overall, the feature extraction and classification process play 

an important role in the training phase and also in the 

detection phase of machine-learning based malign URL 

detection. By using a variety of features to accurately classify 

URLs, these methods provide an efficient and effective way 

to identify potentially harmful URLs and protect users from 

online threats. 

 

 
 

Fig. 7: Approach for Malign URL Detection based on Machine Learning 

 

 

 
 

Fig. 8: Results 

 

IV. CONCLUSION 

This paper reviewed different research papers that focused on 

the topic of malign URL detection with the usage of Machine 

Learning approaches basically with selection of various 

features and dataset types. These papers shed light on various 

aspects of software development and provided valuable 

insights into the importance of measuring and analyzing 

different metrics. One of the papers, in particular, has been 

used to emphasize the relevance of metrics in software 

testing. It was shown that by measuring the attributes, 

software developers and researchers can assess the 

effectiveness of their testing strategies and identify areas 

where improvements are needed. Overall, this paper 

highlights the importance of using metrics to guide software 

development processes and the potential benefits that can be 

achieved by doing so. 

From the pie chart Figure 9 for the feature count included 

in different papers discussed above it can be seen that the one 

with high percentage of count is having good results as 

compared to the others, see in results table Ref. 8. So, by the 

fact that with increasing the number of features, one can 

capture a broader range of information, allowing the model to 

consider more factors when making predictions. This can lead 

to a more comprehensive understanding of the underlying 

patterns in the data. However, it’s essential to strike a balance 

and avoid over fitting by selecting relevant features and 

applying appropriate regularization techniques. There can be 

more improvements done by including other methods in 

feature extraction like character based, entropy based, path 
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based, redirect based or by combing all of them with diversity 

of dataset. 

 

 

 

 

Fig. 9: Feature Count 
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