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Abstract—Wireless Sensor Networks (WSNs) are used in many 

application areas. Their deployment should take into account 

their limited resources (energy, memory, computational capacity 

and storage). One of the objectives targeted by the deployment is 

data collection. However, the data collected contain a large 

amount of redundant information which yields to a large 

consumption of resources during the storage, processing and 

transmission. To remedy these constraints, we propose in this 

paper an approach to data compression and aggregation in 

WSNs called "BMRARI Distributed Ordering Compress" which 

is based on the "BMRARI Compress" coding (inspired from the 

Arithmetic, RLE, BWT and MTF coding). 

 

Index Terms— Compression, Aggregation, Networks and 

Wireless Sensor 
 

I.  INTRODUCTION  

ENSORS communicate via radio links and are generally 

intended to be deployed in large numbers to cover large 

surfaces [2]. Their potential applications are diversified in 

areas such as detection and monitoring of disasters, 

environmental monitoring, mapping of biodiversity, intelligent 

building, precision farming, preventive maintenance of 

machinery, medicine, health, logistics and transport. Thus, the 

fact that the network has to operate autonomously, without 

human intervention, the sensors have three main functions, 

among others: 1) collecting data related to their physical 

environment (temperature, pressure, vibration, light, 

movement, sound, image and video) in their structures;            

2) processing of data collected; 3) the transmission of such 

data to a processing center. [3] In a WSN, the amount of 

collected data consumes a lot of energy during transmission 

and also requires storage. To this end, several methods of 

compression and aggregation data have been developed. These 

methods aim on the one hand to reduce the transmission 

energy by transforming data into a more compact form at the 

cost of a compression and decompression effort, on the other 

hand, to provide a safety measure based on the unintelligible 

of information. 

The matter is to define a good technique of data 

compression and aggregation that optimizes at the same time 

the storage memory; the various processing time and transfer 

time; the compatibility; the security and the lifetime of sensors 

and hence that of the network. 

The main objective of this paper is to propose an effective 

approach to compression and aggregation of data, which 

ensures optimal management of sensors resources while 

ensuring some functional constraints such as the integrity of 

information. This is specifically minimizing the transfer 

energy by reducing the size of the collected data so that 

restoration at the treatment center is without information loss. 

The rest of this paper is organized as follows: in Section II, 

we present a state of the art on data compression and 

aggregation problems in WSNs; in Section III, we present an 

approach to compression and aggregation of data in WSNs; in 

section IV we present an implementation and interpretation of 

the results of "BMRARI Compress"; in Section V, an 

implementation of "BMRARI Distributed Compress" in WSNs 

and we end with a conclusion and perspectives in Section VI. 

II. STATE OF THE ART  

A. Data compression Approaches  

Data compression follows two steps always present in the 
process namely: compression (reducing the size of the original 
data) and decompression (restore the original data using the 
compressed file) [4]. Compression is said to be with loss if the 
data after decompression are different from the original data, 
while a compression is said to be without loss if the data after 
decompression are identical to the original data. However, 
there are five reasons that can lead to data compression: saving 
space, the gain in processing time, compatibility, reducing 
collisions and security. We then present the standard 
techniques of data compression. 

1) Run-length encoding (RLE) 
Its principle is to replace multiple occurrences of the same 

symbol by a copy of the symbol and the number of times it 
appears consecutively in the data [5]. 

2) Burrows-Wheeler Transform (BWT) 
It's principle is to reorganize a string in a series of similar 

characters. The output contains exactly the same characters as 
the input; the only difference is the order in which they appear 
[6]. 
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3) Move-to-front (MTF) encoding 
MTF consist in replacing each character with an index 

given by a table progressing dynamically [7,8]; this in order to 
show zero (0) when the input word contains identical character 
sequences. 

4) Compression PPM, LZMA, LZ77, LZ78, LZO, 7-Zip, 

WinRar, WinZip,Bzip2 et Gzip 
7-Zip is the compression algorithm that incorporates the 

following [9]: LZMA (improved and optimized version of 
LZ77), LZMA2 (improved version of LZMA), PPMD, BCJ, 
BCJ2, Bzip2 (compression using the BWT transform, LZMA 
and Huffman coding) and Gzip or Deflate (similar to LZO is a 
standard algorithm based on LZ77 and Huffman). Unlike 
LZ77, the LZ78 does no longer uses the sliding window but a 
dictionary containing sequences of byte already encountered. 
WinRar uses LZ77 and Huffman while WinZip uses LZ77, 
LZMA, BWT and Huffman. 

5) The Discrete Cosinus Transform (DCT) 
DCT is a mathematical function used for destructive data 

compression, including sounds, images and videos according 
to JPEG and MPEG standards. During the compression 
operation of data in the different formats, the algorithm 
converts the image pixels or samples of the audio sequence 
into frequencies [10], while removing frequencies which do 
not correspond to the relevant data for the human eye or ear. 

6) JPEG (Joint Photographic Experts Group) 

Compression 
In some areas such as medical imaging, the faithful 

reproduction of the original image is very important. In order 
to exploit this property, JPEG compression converts the 
original image from its original color model RGB (Red, Green, 
Blue) to the model type chrominance/luminance YIQ 
(luminance, interpolation and quadrature) [11], [12]. 

7) The fractal compression 
The goal of fractal is that every image is a finite set of 

geometric transformations (rotations, translations, additions, 
reductions) applied to subsets of identical patterns and of 
different sizes within it. This method consists in detecting on 
the one hand the recurrence of patterns at different scales, and 
on the other hand to eliminate the redundancy of information 
in the image [13, 14]. 

8) Discrete Wavelet Transform (DWT)   
DWT is a compression method for images and videos 

based on the mathematical theory of signal analysis. Wavelets 
are sets of elementary signals from which we reconstruct a 
complex signal [15]. The goal of this transform is to determine 
the correlation of several wavelets (compressed or expanded 
the mother wavelet) with the signal, this by highlighting the 
details and the overall look [16]. 

9) Huffman Coding 
This is compression technique for texts, images, sounds 

and videos aimed at finding the number of occurrences of each 
character, then to assign a short code to most frequent 
characters, and a longer code at the least frequent characters. 
For this purpose Huffman uses a tree based on the basic 
concepts of information theory (Shannon-Fano), namely the 
concept of quantity of information and entropy [17], [18]. 

10) Arithmétic coding 

This encoding replaces the set of symbols read by a single 
real number is between [0, 1). Indeed, any sequence of any 
length can be represented by such a number which will 
distinguish it from other possible sequences [19]. 

11) Distributed source coding 

This coding does not allow communication between 

coders. Thus, the encoding is always done separately and 

decoding always together. The general idea is to encode the 

side information Y at a rate equal to its entropy H (Y), then 

find a variable length code to encode X closest to rate its 

conditional entropy H (X | Y ) [20], [21]. 

 

 
 

Fig. 1: Distributed source coding system 

 

In view of the above techniques, we notice that some are 

general while others expect data of a certain nature, such as: 

images, videos, sounds, texts. Some perform a lossless 

encoding and others with loss. The firsts mandate is to restore 

the original data without any difference after having them 

undergo stages of compression and decompression. The lasts 

can alter the data after compression and decompression 

provided the reconstructed data are relatively similar to the 

original data.  

The compression is based on the repetition of proper data 

from a node. This is the reason why when the neighboring 

nodes have identical data, the compression process is called 

aggregation. 

B. Data aggregation approches  

In WSNs, data produced by the neighboring sensor nodes 
are highly correlated spatially and temporally; it can lead the 
receipt by the base station of redundant information (the 
Shannon theory called redundancy whatever appears as surplus 
in the message) [22]. The aggregation of data therefore  
reduces this redundancy [23]. Therefore, the intermediate 
nodes aggregate information received from multiple sources. 

1) Pipelined In-Network Compression 

In this technique [24], data collected by the sensor are 

stored in the buffer of the aggregation node for some time 

[25]. During this time, packets of data are combined into one 

package while suppressing the redundancy (see Fig. 2). 

 

 
 

Fig. 2 : In-network Compression 
 

2) Coding by Ordering 

In this technique the intermediate nodes compress the 

information received from sources rejecting some data 

packets while adding the information about removing the 

packet associated with the node [26]. 
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In view of aggregation techniques, we notice that the 

aggregation Pipelined In-Network allows to factorize 

common parts of several packages assuming similarities 

between the transmitted packets and a large buffer to store the 

packets arriving before attempting to factorize. On the 

contrary the Coding by Ordering consist of discarding a 

number of packets regardless of any similarity with the ability 

to fully recover the information of discarded packets. 

From the descriptions of paragraphs A and B, we realize 

that the data compression process incorporates aggregation. 

III. BMRARI COMPRESS: A RESOLUTION 

APPROACH TO THE PROBLEM 

The BMRARI Compress approach to data compression and 

aggregation in WSNs has an open architecture with four 

components (see Figure 3). For now, the four components 

which are integrated are based on the ARITHMETIC, RLE, 

MTF and BWT codings. The reason why these codings were 

chosen is that they are of particular value in applications 

constrained by energy because their settlements involve 

simple instructions of additions and integer values shifts. 

The components 3 and 4 are based on processing 

techniques which consist in identifying redundancy in raw 

data in order to facilitate the aggregation by the component 2. 

Once the data is without redundancy, the component 1 

compresses it to yield an unintelligible file whose size is 

smaller. 

 

 
 

Fig. 3: Architecture of BMRARI Compress (4 components numbered from 

1 to 4) 

 

A. Component 1: based on  the Arithmetic coding  

The coding of component 1 aims at replacing the set of 

symbols read by a single real number that lies in the interval 

[0,1). Indeed, any sequence of any length can be represented 

by such a number that will distinguish the other possible 

sequences. But if we really consider all possible sequences, 

this number may include an infinite number of digits in its 

binary representation. 

Using this compression method has a defect due to the use 

of a fixed table of statistics reflecting the same problems as 

for Huffman coding, that is to say that the file compression 

with atypical statistics (symbols to be underrepresented find 

themselves with a high probability of occurrence) will be 

more voluminous after compression than before.  

To overcome this, the most effective solution is to use an 

adaptive array where all frequencies have the same 

probability distribution; then at each meeting of a symbol, the 

statistics are betting updates and suitable intervals (see 

algorithms 1 and 2). To increase the chances of having a good 

compression rate, we precede the coding transformations of 

components 2, 3 and 4. 

 

 

 

B. Component 2: based on the Run-Length Encoding  

The coding of component 2 is to replace all the 

consequences of such characters or bits by a number 

representing the number of repetitions of the character or bits 

followed by this character (see algorithms 3 and 4) [27], [5].  

The compression component that is effective to compress 

data when consecutive elements of repetitions are numerous 

(black and white), which is not always the case; that is why 

we precede this coding transformations of components 3 and 

4; this in order to increase the chances of having more 

repeated characters or bits. 

C. Component 3: based on Move-To-Front (MTF) coding 

The coding of component 3 is intended to show zero (0) 

when the input word contains sequences of identical 

characters, producing highly compressible data (see 

algorithms 5 and 6).  

We perform this coding to the transformation of component 

4 in order to increase the chances of having more consecutive 

repeated characters or bits.  
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D. Component 4: based on the coding of the Burrows-

Wheeler Transform (BWT) 

The coding of component 4 is to reorganize a string into 

series of similar characters. The result contains the exactly the 

same character has the input. The only difference is the order 

in which they appear. This is useful for compression, since it 

tends to be easy to compress a string that has a series of 

repeated characters. This component improves the efficiency 

of text compression algorithms. The principle of the algorithm 

is the following: 

–The first step is to read in a block of N symbols (So...Sn-1) 

–The next step, we consider a block as a ring buffer of N 

strings (rotations) So. ..Sn-1 which can be constructed such 

that: So = So,...,Sn-1 ;… ; Sn-1= Sn-1 So,…, Sn-2 

–The third step is to sort lexicographically S: So,...,Sn-1  

–The final stage of the transformation is the output of a 

string L composed of the last character of each rotation in 

their sort order with I the number of the sorted row containing 

So. 

IV. IMPLEMENTATION AND INTERPRETATION      

OF RESULTS  

To verify the effectiveness of our approach BMRARI 

Compress, we compressed the eighteen (18) files of 

Benchmark Calgary Corpus [28]. Though we were talking 

exclusively of compressor in the description of our 

experiences, we have also developed a decompressor. 

The results of our experiments obtained on a laptop 

computer (Pentium 4, HDD: 250 GB, CPU: 2x2.5 GHz, 

RAM: 2 GB OS: Ubuntu 12.04 32-bit) are presented in Table 

I. The first column contains the names of files that have been 

compressed, the second column contains the size of the 

uncompressed files (in bytes), the other seven columns that 

follow contain the sizes of the files compressed using high- 

performance standard compression algorithms (gzip, 7-zip, 

WinZip, WinRAR, Huffman and Arithmetic). 

 

Table I: Results Of The Experiments (Size In Bytes) 
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The plot of Fig. 4 better illustrates Table I. The abscissa are 

made of the 18 files of Benchmark, and the ordinate their 

respective compression rate (τ = (1- ([Final volume] / [Initial 

Volume])) * 100) in percentage. At 0%, we have the graph of 

18 uncompressed files which coincides with those 

representing compression rates of the BWT and MTF 

techniques. It appears from these results that the curves of 

BMRARI Compress and 7-zip exhibit best the compression 

rate with slight differences on the various file of the 

Benchmark (see Table II). Huffman, RLE, and Arithmetic, 

which have the lowest compression rate especially on book1, 

paper4 and paper5 files have values close to those of 

BMRARI Compress and 7-zip on the book2 file. 

 

 
 

Fig. 4: Comparative curves of different techniques 

 

A. Results and Discussion   

It appears from these results that BMRARI Compress has 

good compression rate compared to commonly used 

compressors namely 7-Zip, WinZip, WinRAR, gzip. In view 

of Table 2 shows the difference in rate cuts of different 

techniques compared to BMRARI Compress (the rate with a 

"+" means that BMRARI is better and the sign "-" means that 

it is less better) we find that the compression of credit spreads 

are very low. However, these techniques have a complex 

default high compared to BMRARI Compress. This could be 

justified by the fact that it integrates several techniques 

BMRARI Compress who inspired that ARITHMETIQUE 

coding, RLE, MTF and BWT (see Fig. 3) [9], [29]. 

The results show the potential of the technique. Thus, 

BMRARI Compress decomposition facility module allows us 

to consider his experiment in a distributed manner in WSNs. 

V.  IMPLÉMENTATION OF BMRARI DISTRIBUTED 

COMPRESS DANS UN WSNS 

The density of the network and location of sensors, often 

near to each other that the nodes can receive the same data. In 

order to avoid duplication of data collected and transmitted; 

and optimize energy consumption and minimize transmission 

time and processing of data collected by the sensors, we put 

on the feet BMRARI Distributed Compress approach of a 

hand to distribute compression and aggregation data at each 

node using the coding BMRARI Compress and secondly to 

distribute the compression and aggregation of data at a single 

node (Cluster Head) by. This transformation BMRARI 

Distributed Compress and can replace individual perceptions 

through a comprehensive and collective reading, avoiding 

redundancies on calculations and data transmissions 

performed individually on each sensor node. 

 
 

Table II: compression ratio Differences BMRARI Compress 

 

 
 

A. Distribution BMRARI Compress with more nodes by 

aggregating area of perception  

In a WSN most part of energy is consumed when 

transmitting data packets [1] (over the package is large, the 

greater the amount of energy consumed during transmission 

and processing). Thus, because of the fact that a sensor with 

limited resources cannot activate the four components at once, 

we have divided our WSN into several areas of perception 

(clusters) and in each area, we decided to turn on the data for 

each node a component among four processing BMRARI 

Compress before transmission. Since concentrating all the 

processing BMRARI Compress at a source node, it will 

exhaust its energy very quickly and therefore decrease the 

network's lifetime (see Fig. 5). 

 

 
 

Fig. 5: BMRARI distributed Compress with multiple clusters Head in the 
collection area 
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On the example of Fig. 5, seven messages sent by the seven 

nodes in the region to the output node (Node 2), one message 

summarizing all the information received is passed to the next 

destination. This reduces the amount of information flowing 

through the network and hence saves energy dissipated in the 

transmission. But several scientific contributions have shown 

that the transmission of a bit to the treatment center in a WSN 

is equivalent to the execution of instructions by the processor 

thousand who demand a substantial amount of energy [30]. In 

the algorithmic description (Algorithm 7) BMRARI 

distributed at each sensor, it is assumed that all nodes in the 

region collect data and each sensor can activate the data 

collected any of the four component that integrates based on 

source data. 

 

 

B. BMRARI Compress distribution with a single 

aggregation node area of perception  

In this approach we have divided our WSN into several 

areas of perception (clusters) and in each zone, we have one 

aggregation node and other nodes relay their perceptions and 

packets received aggregation node; When it collects all the 

data in the region, there activates a component of the four 

processing BMRARI Compress before transmitting to the 

next node. Since concentrating all the processing BMRARI 

Compress at a source node, it will exhaust its energy very 

quickly and therefore decrease the network's lifetime (see Fig. 

6).  

 

 
 

Fig. 6: BMRARI distributed Compress with single cluster Head in the 

collection area 

 
On the example of Fig. 6, for the eleven messages from 

seven knots of the region to the Cluster Head node 
(aggregation node), one message summarizing all the 

information received is passed to the next destination. This 
reduces the amount of information flowing through the 
network and hence saves energy dissipated in the transmission. 
But several scientists contributions have shown that the 
transmission of a bit to the treatment center in a WSN is 
equivalent to the execution of instructions by the processor 
thousand who demand a substantial amount of energy [30]. In 
the algorithmic description (algorithm 8) BMRARI Compress 
distributed at the node of aggregation assumes that each Head 
cluster can activate any component of the four that integrates 
depending on the source data, there is only one node 
aggregation by collecting area and each sensor sends its 
perception aggregation node after a top time via multi-hop 
communication (see Fig. 6). 

  

 

VI. CONCLUSION AND PERSPECTIVES 

At the end of this work, we have proposed an approach to 

data compression and aggregation based on the four 

components of BMRARI Compress. Then we have adapted 

the classical algorithms of compression and aggregation of 

data to the context of WSNs to give birth to an approach called 

"BMRARI Distributed Compress" which is based on the 

"BMRARI Compress" coding (approach inspired from the 

Arithmetic, RLE, MTF and BWT codings). 

Some prospects that can be considered for future works are 

the following: 

- To determine automatically according to the type of file, 

the best combination of components for an optimal 

compression. 

- To determine an efficient routing protocol suitable for 

BMRARI Distributed Compress approach. 
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