Abstract—Brain–Computer Interfaces (BCIs) provide a non-muscular channel to communicate with the outside world by means of brain activity. A crucial step for efficient BCI operation is brain signal processing methods. Most BCI systems for humans use scalp recorded electroencephalographic activity, whereas Electrocorticography (ECoG) is a minimally-invasive alternative to electroencephalogram (EEG), providing higher and superior signal characteristics allowing rapid user training and faster communication. Its efficiency is based on brain signal processing methods that classify brain signal patterns in different tasks accurately. Artifacts in raw brain signal make it necessary to pre-process signals for feature extraction. This paper presents a BCI system pre-processing and extracting features from ECoG signals through the use of Symlet Wavelets. Signal classification is done using Support Vector Machine (SVM) with Radial Basis Function (RBF).

Index Terms—Brain–computer interfaces (BCIs), Electrocorticography (ECoG), Symlet Wavelets, Support Vector Machine (SVM) with Radial Basis Function (RBF)

I. INTRODUCTION

A Brain–Computer Interface (BCI) is a system which allows a person to control special computer applications like a cursor/robotic limb by use of thoughts. The idea was to provide a new communication channel to those paralyzed but was cognitively intact, including those suffering from the locked-in syndrome. BCIs research became active when it grew in the last decade as science improved rapidly [1], [2]. Presently BCI systems for humans use scalp recorded ECG which could have limitations.

Electrocorticography (ECoG) is a minimally-invasive alternative to electroencephalogram (EEG) for BCI systems, which provide superior signal characteristics allowing rapid user training and faster communication. Studies also show that brain regions like the auditory cortex can be trained to control a BCI system using methods similar to those which train the brain’s motor regions. This is vital for users with neurological disease, head trauma, or conditions which preclude sensorimotor cortex use for BCI control [3].

In ECoG, neural signals are recorded through disc-like electrodes embedded in a flat strip/grid on the cerebral cortex’s [4] subdural surface. ECoG brain signals have advantages when used with BCI systems when compared with EEGs which include increased spatial resolution and signal bandwidth and larger signal amplitude. Hence, independent signals can be differentiated over a range of frequencies - on neighbouring electrodes - using many procedures using both motor and sensory imagery. A few BCI studies with ECoG could provide an optimal balance between signal quality, spatial resolution, temporal resolution, and invasiveness [5], [6]. Leuthardt et al. [7] demonstrated ECoG enables users control a computer cursor in one dimension quickly and accurately.

The control methodology is based on the subject’s ability to voluntarily modulate one or more brain rhythms using imagery. Traditionally, motor imagery was used as it was thought to be the most accessible and reliable EEG signal. But, ECoG’s advantages enable subjects to learn multiple modalities use - including motor and sensory imagery - to control a BCI application enabling individuals with damaged motor cortex – caused by stroke or other neurological disease - to benefit from BCI systems.

Mental tasks were chosen to activate the brain’s various parts enabling easier detection. Sensorimotor activity like body movements/mental imagery including imagining body movement led to oscillatory pattern changes resulting in amplitude suppression known as event related desynchronization. Supervised classification methods recognized such activity patterns to learn data and classes mapping corresponding to mental tasks including left hand movement [8]. From data mining perspective, two reasons made this difficult. First, raw data was noisy and correlated as many electrodes had to be fixed on limited scalp surface with each electrode measuring the activity of thousands of neurons [9]. Selecting an optimal frequency band to extract good features set continued to be an open research problem.

Next, the subject’s different degrees of attention and concentration changes affected data quality. Usually, linear classifiers like Fisher’s linear discriminant were favoured [8, 10] till recently when many machine learning classifiers were applied including neural networks likes multi-layer perceptrons, probabilistic classifiers, lazy learning classifiers including k-nearest neighbor and state of the art classifiers
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like support vector machines. But as Lotte et al. (2007) noted, but differing experimental set ups, pre-processing and feature selection reported in various studies ensured that evaluation was tough. In this study, the Data Set I for the BCI Competition III containing motor imagery in ECoG recordings is used. A BCI system is presented which pre-processes and extracts features from ECoG signals through the use of Symlet Wavelets. Signal classification is done using Support Vector Machine (SVM) with Radial Basis Function (RBF). The performance of the SVM classifier for varying parameters is evaluated.

II. RELATED WORKS

Lotte, et al., [8] reviewed classification algorithms used in EEG BCI systems to identify critical properties. Based on literature, performance was compared, and guidelines provided to choose classification algorithms for specific BCIs. Linear classifiers, neural networks, nonlinear Bayesian classifiers, nearest neighbor classifiers and combinations of classifiers were used in BCI, and they were looked at in detail ultimately proving that while SVM are specifically efficient for synchronous BCI, it performed better due to its regularisation property and immunity to the dimensionality curse.

Sherwood et al [11] presented EEG signal classification results for different tasks for support vector machine (SVM) classifiers. EEG being generated from imagined motor, cognitive, and affective tasks. Data had wavelet feature extraction applied on it, performing well even when noise was present, and classifiers were presented with contaminated training data. For six imagined motor tasks and two affective tasks, classifiers achieved more than 80% performance. Cognitive tasks had 70% classification accuracy, the results thereby proving that wavelet features with SVM provided good classification for imagined motor, cognitive and affective tasks.

Lal, et al., [12] proposed feature selection algorithms like Recursive Feature Elimination (RFE) and Zero-Norm Optimization based on SVM training. For feature selection, they provided better solutions compared to the usual filter methods. The algorithms are adapted to select EEG channels. The proposed method revealed that the used channels number could be lowered without increasing motor imagery classification error. Dependent task specific visualization was achieved with the results proving that the suggested method could be used for BCI research where there was no prior knowledge of important channels location.

Barachant et al [13] investigated spatial covariance matrix use as a feature for motor imagery EEG-based classification. A new kernel is derived through the establishment of connection with the Riemannian geometry of symmetric positive definite matrices. Different kernels are tested, combining with SVM on past BCI competition data set demonstrating that this new approach greatly outperformed the state of the art results without spatial filtering. The approach when tested on a BCI competition dataset significantly outperformed conventional CSP method. This kernel can be used in various applications where covariance matrices are main ingredients of feature extraction. Spuler et al [14] proposed an adaptive SVM-based algorithm and proved through an offline BCI analyzed data recorded with MEG its superiority to other adaptive/non-adaptive classifiers. An online experiment was performed with 8 subjects for verification proving that the proposed adaptive algorithm achieved higher accuracies than non-adaptive baseline algorithms. It was shown that unsupervised online adaption of a SVM classifier in a BCI - for the first time - could significantly increase performance.

Jrad et al [15] focused on sensor weighting to improve classification. An approach An integrating sensor weighting approach in the classification framework was presented. Sensor weights are hyper-parameters to be learned by a SVM. The resulting sensor weighting SVM (sw-SVM) should satisfy a margin criterion, i.e; generalization error. Experimental studies on two data sets - a P300 data set and an Error Related Potential (ErrP) data set – are presented. For the P300 data set (BCI competition III) which has many trails available, the sw-SVM performance is equal with regard to the ensemble SVM strategy which won the competition. For ErrP data set, having limited trials available sw-SVM reveals improved performances when compared to three state-of-the art approaches. Results suggest that sw-SVM can be useful in event-related potentials classification, even with limited training trials.

Ming et al [16] analyzed and classified ERD/ERS response evoked by the left hand, right hand, foot and tongue motor imagery. The signals were spatially filtered by Independent Component Analysis (ICA) before calculating power spectral density (PSD) for related electrodes with SVM being adopted to recognize different imagery patterns based on ERD/ERS feature for signals. The results showed that combining ICA-based signal extraction algorithm and SVM-based classification procedure was effective motor imagery potentials, identification with high and low accuracy rates of 91.4% and 77.6% respectively.

III. MATERIALS AND METHODS

Dataset

Dataset used to evaluate the proposed method is Data Set I for BCI Competition III having motor imagery in ECoG recordings. A subject had to perform imagined movements of left small finger or tongue in a BCI experiment. Electrical brain activity’s time series was picked up in these trials. All recordings had a sampling rate of 1000Hz. Recorded potentials were stored as microvolt values after amplification. Each trial included an imagined tongue/imagined finger movement being recorded for 3 seconds. To avoid data reflecting visually evoked potentials, recording intervals started 0.5 seconds after the end of the visual round. Brain activity for 278 trials was considered training data and similar activity for100 trials was considered test data [17].

Symlet Wavelets

EEG signals are typical non-stationary, random signals, rich in weak signal frequency components. Wavelet transforms analyses transient and time-varying characteristics of non-stationary signals like EEG and ECoG. Wavelet is a
waveform bound in both frequency and time. Fourier analysis includes breaking a signal into various frequency sine waves. Similarly, wavelet analysis breaks up a signal into the mother wavelet’s shifted and scaled versions. A continuous wavelet transform (CWT) is the sum over all time of a signal multiplied by shifted and scaled versions of wavelet function \( \psi \).

Mathematically the continuous wavelet is defined by:

\[
C \text{(scale, position)} = \int_{-\infty}^{\infty} f(t) \psi(\text{scale}, \text{position}, t) \, dt
\]

properties of both wavelet families are similar. Symlets is compactly supported wavelets which for a given support width have least asymmetry and the highest number of vanishing moments.

**Support Vector Machine (SVM)**

Given a set of features that can be represented in space, SVM maps features non-linearly into a dimensional feature space when provided with features set that can be represented in space. When a kernel is introduced with high computation the algorithm uses inputs as scalar products with classification being solved by translating the issue into a convex quadratic optimization problem with a clear solution being obtained by convexity [19]. In SVM, an attribute is a predictor variable and a feature a transformed attribute. A set of features describing an example is a vector. Features define the hyperplane. SVM aims to locate an optimal hyperplane separating vector clusters with a class of attributes on one side of the plane with the on the other side. The margin is the distance between hyperplane and support vectors. SVM analysis orients the margin that space between it and support vectors. SVM aims to locate an optimal hyperplane with the on the other side. The margin is the distance between hyperplane and support vectors. SVM analysis orients the margin that space between it and support vectors is maximized. Figure 1 shows a simplified SVM process overview.

Given a training set of \((x, y), i\in l, 2,..., l\) where \(x_i \in R^n\) and \(y \in \{1, -1\}^l\), SVM has to solve the optimization problem [15]

\[
\min_{w, b} \frac{1}{2} w^T w + C \sum_{i=1}^{m} \xi_i
\]

Subject to \(y_i (w^T \phi(x_i) + b) \geq 1 - \xi_i\) and \(\xi_i \geq 0\).

The function \(\phi\) maps the vectors \(x_i\) in higher dimensional space. \(C>0\) is penalty parameter of the error term.

This optimization model is solved through the use of the Lagrangian method, equal to the method for solving optimization problems in a separable case. One maximizes the dual variables Lagrangian:

\[
\max_{\alpha} \quad L_D (\alpha) = \sum_{i=1}^{m} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{m} \alpha_i \alpha_j y_i y_j \langle x_i, x_j \rangle
\]

subject to: \(0 \leq \alpha_i \leq C\) \(i = 1, \ldots, m\) and \(\sum_{i=1}^{m} \alpha_i y_i = 0\).

To find the optimal hyperplane, a dual Lagrangian \(L_D(\alpha)\) should be maximized as regards non-negative \(\alpha_i\) under the constraints \(\sum_{i=1}^{m} \alpha_i y_i = 0\) and \(0 \leq \alpha_i \leq C\). The penalty parameter \(C\) now the upper bound on \(\alpha_i\), is user determined.

A kernel function is defined as \(K(x, x_j) = \phi(x)^T \phi(x_j)\). The Radial Basis function is given as follows:

\[
K(x, x_j) = \exp(-\gamma \|x_i - x_j\|), \gamma > 0
\]

A proper parameter setting improves SVM classification accuracy. There are two parameters to be determined in the SVM model with the RBF kernel: \(C\) and \(\gamma\) (\(c\)). Instinctively the gamma parameter defines the distance a single training example can reach, with low values meaning ‘far’ and high values meaning ‘close’. The \(C\) parameter trades off training examples misclassification against decision surface simplicity. A low \(C\) ensures a smooth decision surface while a high \(C\) attempts to classify training examples correctly. Experiments are undertaken to evaluate SVM performance through variations of the Gamma and \(C\) parameters.

**IV. RESULTS AND DISCUSSION**

Experiments were conducted using 278 numbers of instances from the dataset. Features were extracted using Symlet wavelet. 193 attributes were used to classify the instances. All the experiments were conducted for 10-fold cross validation. Two sets of experiments were conducted: In set I, the Gamma value is maintained constant at 0.125 and the \(C\) value is varied (0.125, 0.5, 0.75 and 1) and in set II, the \(C\) value is maintained at a constant value of 0.125 and Gamma value is varied (0.25, 0.5, 0.75 and 1). The classification accuracy and the root mean square error
(RMSE) achieved is tabulated in Table 1. Figure 2 shows the classification accuracy and Figure 3 show the RMSE.

<table>
<thead>
<tr>
<th>SVM RBF Parameters</th>
<th>Classification Accuracy %</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.125, 0.125$</td>
<td>$77.3381$</td>
<td>$0.476$</td>
</tr>
<tr>
<td>$0.125, 0.5$</td>
<td>$77.3381$</td>
<td>$0.476$</td>
</tr>
<tr>
<td>$0.125, 0.75$</td>
<td>$77.3381$</td>
<td>$0.476$</td>
</tr>
<tr>
<td>$0.125, 1$</td>
<td>$77.3381$</td>
<td>$0.476$</td>
</tr>
<tr>
<td>$0.25, 0.125$</td>
<td>$71.9424$</td>
<td>$0.5297$</td>
</tr>
<tr>
<td>$0.5, 0.125$</td>
<td>$68.3453$</td>
<td>$0.5626$</td>
</tr>
<tr>
<td>$0.75, 0.125$</td>
<td>$63.3094$</td>
<td>$0.6057$</td>
</tr>
<tr>
<td>$1, 0.125$</td>
<td>$62.9496$</td>
<td>$0.6087$</td>
</tr>
</tbody>
</table>

It is observed from the Table and Figures that the varying of the parameter $C$ has no effect on the classification accuracy or the RMSE. Also, higher value of Gamma leads to inefficient performance of the SVM. The best classification accuracy was obtained for Gamma value of 0.125. Table 2 tabulates the precision and recall achieved.

<table>
<thead>
<tr>
<th>SVM RBF Parameters</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.125, 0.125$</td>
<td>$0.773$</td>
<td>$0.773$</td>
</tr>
<tr>
<td>$0.125, 0.5$</td>
<td>$0.773$</td>
<td>$0.773$</td>
</tr>
<tr>
<td>$0.125, 0.75$</td>
<td>$0.773$</td>
<td>$0.773$</td>
</tr>
<tr>
<td>$0.125, 1$</td>
<td>$0.773$</td>
<td>$0.773$</td>
</tr>
<tr>
<td>$0.25, 0.125$</td>
<td>$0.719$</td>
<td>$0.719$</td>
</tr>
<tr>
<td>$0.5, 0.125$</td>
<td>$0.683$</td>
<td>$0.683$</td>
</tr>
<tr>
<td>$0.75, 0.125$</td>
<td>$0.633$</td>
<td>$0.631$</td>
</tr>
<tr>
<td>$1, 0.125$</td>
<td>$0.629$</td>
<td>$0.626$</td>
</tr>
</tbody>
</table>

Similar to the classification accuracy, precision and recall are high when Gamma value is 0.125. Further investigations are required to improve the classification of the ECoG signals.

In this study, a BCI system is presented which preprocesses and extracts features from ECoG signals through the use of Symlet Wavelets. Signal classification is done using Support Vector Machine (SVM) with Radial Basis Function (RBF). Data Set I for the BCI Competition III containing motor imagery in ECoG recordings is used for evaluating the system. The performance of the SVM classifier for varying parameters is evaluated. Experiments were carried out through tenfold cross validation and the accuracy achieved is comparable with results from other research in the literature but further work is required to improve classification accuracy.

V. CONCLUSION
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